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Abstract: Hydrologic modelling studies usually involve data series with a large temporal scale, especially
in Romania, focusing on a long-term impact analysis. Nevertheless, event-based runoff models are essential
tools for short-term purposes such as flash flood forecasting. Suitable methods or models must be
considered in order to ensure the validity of such research based on parameter calibration to a particular
area. Therefore, a comparative analysis of methods must be conducted first, in order to determine the
optimal ones that can be used for future data prediction. The aim of the present study is to apply and validate
the MIKE HYDRO River modeling system - the UHM module, through a comparative analysis of the SCS,
Generalized SCS and Proportional Loss methods available, to a small-sized mountainous watershed, where
no research has been conducted in this field. To this end, three spring rainfall events were chosen, but with
different antecedent moisture conditions, in order to examine how well the chosen methods can reproduce
the available observations in such circumstances. The SCS method yielded the highest quality performance,
but the Proportional Loss method has also proven effective under these conditions.
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1. INTRODUCTION

Hydrological models have become an
indispensable tool in the 21st century for decision-
making regarding the management of water resources,
flood forecasting, warning and hence, mitigating the
effects associated with such phenomena (Irimus et al.,
2015). Furthermore, hydrological modelling is a tool for
empowering the water resources management
specialists to identify potential threats, but also solutions
regarding flood protection and the efficient use of
financial resources for this sector. Hydrological
methods that estimate runoff from a watershed and the
time required for water to reach a downstream point,
include both statistical analysis of discharge records and
rainfall data which is the main input variable in rainfall-
runoff models based on several equations and methods
such as the unit hydrograph, the rational method, the
kinematic wave and so on (Diez-Herrero et al., 2009).

Regarding the possibility of modelling the
hydrological system response of one uniformly
distributed unit excess rainfall in space, Sarpe & Haidu

(2017) analyzed the temporal sampling conditions in
numerical integration of hydrological systems time
series. Thereby, hydrological modelling involves
complex processes and such analyzes were all the more
burdensome prior to the advanced software tools.
Before the development of the computer technology in
Romania and other countries, the surface runoff
computation required laborious work and zonation
maps with attributes of various parameters, reducing
the importance and significance of the spatial
variability of data inputs (Voda et al., 2018).

MIKE HYDRO River, developed by DHI
(Danish Hydraulic Institute) is one of the most widely
used 1D river modelling packages. It provides a variety
of rainfall-runoff models, including the unit
hydrograph method (UHM), which is the basic tool to
estimate the surface runoff from an individual rainfall
event. The modelling system is also a powerful tool for
1D hydrodynamic and hydraulic simulations in both
natural and artificial channel networks (Gyori et al.,
2016). The unit hydrograph provides an estimate of the
excess rainfall and direct runoff from individual
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rainfall events and terrain characteristics. The losses to
infiltration, surface storage and evaporation are
expressed as proportional losses (the rational method),
as fixed initial and constant losses, by the curve
number (CN) method or by the SCS (Soil
Conservation Service) Generalized one (DHI, 2017a).

Balan et al., (2016) conducted a runoff
simulation study in the upper catchment of river Geru,
using the Mike 11 modelling system with NAM and
UHM modules, based on the rainfall event recorded
on 11-13 September 2013. The four methods
available in the UHM module were applied
successively and the results were finally compared
with those of the NAM module. The best results were
achieved by the UHM-Constant loss method.

Ivanescu et al., (2014) used the MIKE 11-
UHM model to simulate runoff in the Argesel river
basin for two different rainfall events recorded in
May 1995 and September 2005. The results of this
study led to the conclusion that the calibrated and
validated parameters best represent the runoff
behaviour of the study area.

It is well known that a lot of factors have a great
influence on the results, especially as regards the
accuracy of the input data such as precipitation,
temperature, discharge time series, etc.

Another study, conducted by Talchabhadel &
Shakya (2015) used the UHM module to determine the
runoff hydrograph of the West Rapti River in Nepal, at
four gauging stations within the watershed. The
analysis is based on time series of maximum discharge.
The UHM model calibration and validation for each
subbasin were carried out by using discharge data
covering the period from 1964 to 2008. The model was
considered successfully validated because the relative
error in peak discharge did not exceed 10%.

While the existing literature provides various
methods of estimating watershed’s hydrological
parameters (Haidu & Strapazan, 2019), most rainfall-
runoff studies using the Mike modelling software are
based on continuous simulation with NAM. While
NAM is a lumped model composed of a higher number
of variables but which at the same time allows for
automatic calibration (Liptay et al., 2018), the UHM
model represents an alternative and it can also be used
for runoff prediction in data-scarce areas (DHI, 2017D).

Event-based simulation is useful for short-term
flood forecasting, while continuous RR modelling
involves trend analysis and impacts of long-term
management of the water resources. On this latter
point, further watershed studies should be carried out,
especially in Romania, focusing on the capability of
Mike-UHM model to simulate runoff processes and
even its application to real-time forecasting. The aim
of this study therefore, is to provide a comparative

analysis of different methods available in Mike Hydro
River-UHM for calculating infiltration losses, in
order to identify the best suited one for reproducing
the overland flow in a small mountainous area,
drained by the Teliu River, located in Central
Romania. Another objective is to analyze, apply and
validate this rainfall-runoff model for the study area.

Based on analyzing the available annual
maximum discharges recorded at the gauge station
between 2000-2018, three runoff events were selected
to calibrate and validate the rainfall-runoff (RR)
model, considering the streamflow and rainfall
seasonality in this area (heavy rainfall events during
April and May that triggered the annual peak flows).
The water levels were among the highest on the

historical ~ 16-year  record, exceeding the
predetermined threshold for issuing warnings
(H=100cm). However, the antecedent moisture

conditions vary from event to event with lower values
for the calibration one (AMC=1) and larger values
associated with the ones selected for validation
(AMC=3). Given the different runoff generating
conditions and parameters, the runoff events were
precisely chosen in order to see how the methods
behave based on the values of these variables: a
method that takes into account the AMC for
estimating direct runoff if the initial conditions prior
to the rainfall event are known, a method based on the
initial abstractions and one that requires an
appropriate runoff coefficient for the catchment.
Another viewpoint underlying the selection of
the events for testing the model is that in order to
obtain suitable estimates of the parameters needed to
improve the simulation of extreme historical flood
events which would require more detailed studies,
assessing the RR model performance for moderate to
high-magnitude flows is a necessary first step. Such
runoff events can offer appropriate parameters
describing the system behaviour and the conditions
that push it close to a threshold during extreme
rainfalls. This way, the hydrological model can be
used for real-time forecasting of both moderate and
extreme flow events with significant implications for
river channel morphology or with devastating effects
on the local communities and the agricultural sector.

2. STUDY AREA

The Teliu River collects its waters from the
western slopes of the Intorsurii Mountains and is one
of the major tributaries of the Tarlung River which is
part of the upper Olt River (Fig. 1). It drains an area
of approximately 36 sg.km mostly covered by
pastures and broad-leaved forests. Considering the
watershed’s location, the typical climate of the area is
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characterized by cold and rainy periods and the
maximum flow occurs generally during spring and
autumn months, regularly exceeding 10 m¥s.

The symmetrical shape of the drainage area
and the small tributaries lead to a shorter time of flow
concentration in the catchment during the wet season.

3. DATA AND METHODS

The 1D modelling approach using MIKE
HYDRO River-UHM requires input data reflecting
both the physical characteristics and hydrological
processes of the watershed, regardless of the method
chosen for simulation.

Generally, most digital computer models for
calculating surface runoff apply to predefined
calculation sections and drainage areas (Haidu et al.,
2017), thus the catchment boundary and most of the
parameters necessary for MIKE-UHM model’s
operation were extracted using both the GIS-
ArcHydro model based on a previous work by
Strapazan & Petrut (2017), and the HEC-GeoHMS
module.

Three gauge-based precipitation and flow
datasets were used as follows: a dataset which
comprised information on the intensity of rainfall
recorded during April, 2016 and two lower-resolution
datasets recorded during April and May, 2012 which
consist of 12-hour rainfall totals. Taking into account

the resolution of collected data, as well as the sub-
daily time-scale model application, the information
on rainfall intensity and duration for the last two
above-mentioned events chosen for simulation was
collected from Intorsura Buzaului weather station that
is the closest to the basin centroid. Data were
collected from Reliable Prognosis (RP5, 2019),
processed and correlated with those retrieved from
METEOMANZ (2019).

The three loss estimation methods were applied
successively to the same rainfall data sets in order to
simulate the surface runoff as follows:

3.1. SCS Loss Method

This method, developed by SCS (1972), is used to
compute the surface runoff primarily on the basis of
rainfall data and a CN parameter. The CN is used to
express the runoff potential using the hydrologic soil
groups, land cover and AMC information (Haidu et
al., 2019) with a major influence on the runoff
generation processes (Strapazan et al., 2019).

For each simulation time step within MIKE
HYDRO River-UHM, the net rainfall volume
represents the difference between the accumulated
excess rainfall amount at the start and the end of the
time step interval (DHI, 2017a).

This method involved calculations, which in this
case were based on the European Digital Elevation
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Figure 1. Teliu River, a tributary of the Upper Olt River Basin
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Model (EU-DEM) with a spatial resolution of 25 m,
the CLC 2012 (Corine Land Cover 2012) raster
datasets and the digital 1:200000 soil map of
Romania, thus obtaining the spatial distribution of
CN values ranging from 34 to 85 within the study area
(Fig. 2.a) as well as the required parameters for
estimating the initial lag time according to the
equation proposed by USDA-NRCS (2010).

3.2. SCS Generalised Method

This represents an alternative approach to the
above-mentioned method for estimating the excess
precipitation, also mainly depending on a weighted
average of the CN for the watershed except that it
does not consider the AMC, but implies a specific
value of the initial abstraction depth (DHI, 2017a).
The la (antecedent storage depth) value was
determined in this case, by calibration processes.

3.3. Proportional Loss Method (the rational
method)

Losses are assumed to be a fixed proportion of
the rainfall rate, the net precipitation being estimated
based on a runoff coefficient value (DHI, 2017a):

Pe=a*Af*Pr (1)

Where:

Pe-excess rainfall (m/s);

a-runoff coefficient;

Af-area adjustment factor;

Pr-rainfall rate (m/s).

The estimation and the spatial distribution of
the runoff coefficients were performed automatically
using Frevert indices, within a GIS-based model
developed by Craciun (2011). The range of values
varies from 0.12 to 0.45 for the drainage area (Fig.
2.b).

In order to assess the accuracy of simulations,
numerical performance measures were used such as
the mean absolute error (MAE) and the root mean
squared error (RMSE), which are dimensional
measures of comparison, as well as dimensionless
goodness-of-fit measures such as the coefficient of
determination ( R?), the Nash-Sutcliffe coefficient
(E) and the index of agreement (d), (DHI, 2017b).
The statistical indicators were automatically
computed with the Time Series Comparator
processing tool within MIKE Zero.

In addition to these indices, another index
presented in the paper by Moriasi et al. (2007) was
used, namely the RMSE-observations standard
deviation ratio (RSR). This index was computed
manually, separately as the ratio of the RMSE to the
standard deviation of observed data:
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Figure 2. The spatial distribution of CN (a) and Frevert coefficient (b)
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Where:
y *-measured time series data;
1

si

Y, " -simulated time series data;

mean - -
y -mean of measured time series data.

4. RESULTS

The simulations of the three runoff events were
successively performed applying each of the above
listed methods.

The flash flood event of interest for MIKE
HYDRO River-UHM model calibration was the one
triggered by the heavy rainfall from April, 2016, the
maximum intensity values being recorded on the 11th
of the month between 6 AM and 9 AM (27.4 mm).

The first simulation was performed using the
SCS Loss Method for a weighted average CN=54 and
AMC-=1 since the catchment was in a dry state prior
to the rainfall event, because the total precipitation
amount over the previous 5 days was less than 35.6
mm which is the threshold value suggested by SCS
(1972) for an average moisture condition in the
growing season. The watershed lag time was initially
estimated to be close to 2 hours. The statistical
analysis of the output data from the first simulation
run indicated a poor agreement between simulated
and measured data, considering the high MAE,
RMSE and RSR values of 5.11, 6.64 and 1.53, the
extremely low R? and d values of 0.14 and 0.47 and
especially the fact that E was less than 0. Negative
values of E indicate that the mean value of the
measured time series is a better predictor than the
estimated values so that the model performance is
unacceptable (Moriasi et al., 2007).

The index proposed by Willmott (1981), d,
varies between 0 and 1, the upper bound indicating a
perfect fit between measured and simulated values. A
similar range and interpretation applies to R? with
values closer to 1 corresponding to a higher reliability
(Legates & McCabe, 1999).

Given the initial results, the gradually change
of the CN was necessary along with the adjustment to
normal moisture conditions (AMC =2). The first
simulation results emphasize the uncertainties in the
spatial distribution of rainfall and soil moisture.
These uncertainties may be attributed to a higher
spatial variability of precipitation in such a
mountainous environment and a low rain gauge
density.

The adjustment of the AMC without opting for
a user defined lag time value, did not show a
considerable improvement on the simulation results,
the statistical indices showing relatively similar

values to those obtained from the simulations carried
out for AMC I. Therefore the SCS lag formula
showed poor estimates of the basin lag time which is
the reason why the parameter was determined by
calibration, but without relying on random values.
The measured data analysis led to the conclusion that
a lag time value in the range 8 to 12 hours would be
appropriate considering that about 12 hours have
passed from the centroid of rainfall excess to the peak
runoff. The calibrated values gave a surprisingly good
agreement with the measured data, ending up coming
to the conclusion that a lag time of 10 hours and CN
value of 79 assigned to AMC Il would be the most
suitable.

The main input parameter of the SCS
Generalised Method, la was determined by
calibration, proportional to retention. The application
of this method was carried out with values of la
varying in the range from 20 mm (30% of the storage
potential) to 15 mm (23% of the storage potential).
The simulations were performed with the same
parameter values determined with the first method
(CN =79 and lag time =10 hours). The results
indicated a good performance for the first attempt but
an optimum value of 9 hours for the lag time was
found by trial and error, the dimensionless
coefficients taking values in the range 0.86 to 0.95.

The Proportional Loss Method showed the best
agreement between the measured and computed
runoff values. Several simulations were performed
starting from the weighted average value of the
Frevert coefficient for the area (0.36), and then
gradually increasing it by up to 38%. Although this
was the best method, as compared to the others to
capture the watershed response from the first model
run, the value of 0.45 (an increase of 25%) produced
results with the lowest MAE, RMSE and RSR and the
highest R?, E and d.

In this case, however, a lag time of 12 hours
was necessary, due to the greater differences between
both hydrographs for a lag time of 9 to 10 hours,
revealing a higher sensitivity of the method to this
parameter variation.

The ranges of values for each statistic
describing the relationship between the output and the
measured data are given in Table 1.

Although the Proportional Loss method gave
the best overall performance because the values are
closer to the reference line, the SCS method
reproduces better the hydrograph shape (Fig. 3).
There is, accordingly, a positive linear relationship
between measured and simulated values in all the
cases, the Proportional Loss method showing the
strongest one. The scatter of points indicates that at
higher values the model tends to slightly overestimate
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Table 1. Statistics for different parameter values and loss methods used for calibration for the runoff event on April

2016
Infiltration Parameters MAE RMSE RSR R? E d
loss methods
CN=54-80
Initial AMC=1 3.55- 4.66- 1.07- 0.14- <0.00 0.47-0.70
Derived lag 5.11 6.64 1.53 0.41
time=1.19-2.32
SCS CN=54-80
AMC=2 4.12- 5.28- 1.22- 0.12- <0.00- | 0.50-0.60
Derived lag 4.76 7.90 1.82 0.47 0.07
time=1.15-2.32
CN=67-80
AMC=2 1.46- 1.74- 0.40- 0.87- <0.00- | 0.70-0.96
User specified lag=8- 341 4.23 0.97 0.94 0.88
12
Final: CN=79,
AMC=2, User 1.48 1.77 0.41 0.94 0.87 0.96
specified lag=10
CN=79
Initial la=15-20 1.86- 0.18- 0.04- 0.87- 0.84- 0.95
User specified 1.91 2.21 0.51 0.91 0.86
SCS lag=10
Generalised CN=79
la=15-20 1.81- 2.11- 0.49- 0.90- 0.86 0.95
User specified lag=9 1.94 2.24 0.52 0.92
Final: CN=79, la=16,
User specified lag=9 1.89 2.2 0.51 0.92 0.86 0.95
a=0.36-0.50
User specified 1.78- 2.09- 0.48- 0.87 0.75- 0.94-0.95
Proportional lag=10 1.99 2.45 0.56 0.85
Loss 4=0.36-0.50
User specified 1.18- 1.42- 0.33- 0.94 0.81- 0.96-0.98
lag=12 1.48 1.78 0.41 0.92
Final: 0=0.45
User specified 1.18 1.42 0.33 0.94 0.92 0.98
lag=12

the actual flow, while the underestimation is mainly
occurring for lower values. The SCS Generalised
method seems to largely overestimate the higher flow
values. The SCS and SCS Generalised methods
overestimated the recorded peak discharge of 15.2
md/s, by 2%. While the timing of the peak discharge
for the first of the above-mentioned methods was very
well reproduced, the hydrographs computed by the
other two methods peaked about 1 hour before the
measured one. The Proportional Loss method
managed instead, to completely capture the peak
discharge for this event.

The validation based on the previously
calibrated parameters for each one of the methods and
the runoff events from 2012 yielded acceptable
results for SCS and Proportional Loss methods with
minimum errors and the highest values for the
dimensionless coefficients (Table 2).

Although the SCS Generalised method yielded
the best outcomes for the April rainfall-runoff event,
the errors were the highest for the one in May, the
lowest E value of 0.05, slightly above the acceptable
limit, suggesting that the method cannot be applied in
this case.

Most of the results showed high d values for
different methods and parameters. Although the
errors clearly reveal a certain limit of acceptance for
the method/model, the lowest d value was 0.47 for the
first model run. Probably in this case, a threshold
value approaching 1 would be a better indicative of
an acceptable fit, rather than a near perfect one.

None of the methods managed to capture the
peak discharge generated by the April, 2012 rainfall
event but the SCS Generalised and Proportional Loss
methods reveal a large discrepancy between the
hydrograph peaks which is why the plots show a
possible outlier.
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Figure 3. Comparison between the measured and estimated runoff hydrographs with the SCS (a), SCS Generalised (b)
and Proportional Loss (c) methods for the April, 2016 event (left) and the corresponding scatterplots (right)
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Table 2. Validation and statistical evaluation results

Infiltration Rainfall MAE RMSE RSR R? E d
loss methods event
date
Apr. 2012 0.69 0.93 0.50 0.89 0.85 0.95
SCS May 2012 1.09 1.47 0.63 0.73 0.68 0.88
SCS Apr. 2012 0.57 0.90 0.48 0.88 0.62 0.93
Generalised | May 2012 1.20 1.58 0.91 0.38 0.05 0.76
Proportional | Apr. 2012 0.81 1.21 0.28 0.68 0.61 0.90
Loss May 2012 0.93 1.16 0.27 0.77 0.72 0.91
The poor rain gauge distribution and density may
have a significant impact on the simulation results, in 5. DISCUSSION

this case. It is possible that a more intense local rainfall
occurred in the upstream area of the basin which was not
captured by the rain gauge. Nevertheless, just as in the
case of the calibration event, the SCS method performed
best for reproducing the hydrograph shape (Fig. 4). The
measured peak discharge of 109 m¥s was
underestimated by 16% with the SCS method, by 43%
with SCS Generalised and by 35% with the Proportional
Loss one.

Both the Proportional Loss and the SCS
methods provided accurate peak discharge time
estimates, while there is a 1-hour difference for the
other method.

Although the statistical indices showed that the
Proportional Loss method vyielded the best
performance in reproducing the May, 2012 runoff
event, the hydrograph shape and peak discharge were
best reproduced also for this case by the SCS method
with a mean error of approximately 1%. The peak
flow was slightly underestimated with a 15% error by
Proportional Loss method. The SCS Generalised
method underestimated the peak discharge by 38%
and generated the most distinctive results with a large
difference in the timing of peak flows (about 22
hours). Account must be taken on the fact that this
method produced a double-peak hydrograph (Fig. 5)
which didn’t match the observations since the rainfall
depth did not generate a bimodal runoff event. There
is no doubt that the same lag time did not give very
good results.

There’s only 1 hour time difference between
peak flows in the other two cases. It can therefore be
said that the best results were provided by the SCS
method with respect to the runoff volume, magnitude
and timing of peak flows.

An interesting fact is that the best fit between
the cumulative runoff volumes doesn’t correspond to
the calibration event, the cumulative volume of the
flow being slightly underestimated, but to the May,
2012 validation event. The estimated cumulative
runoff volume for the April, 2012 runoff event was
higher than the observed one (Fig. 6).

The obtained results not only demonstrated that
choosing the right runoff computation method plays a
significant role in runoff modelling, but also that once
the calibration parameters are established, and
regarded as reliable, the model can be run for runoff
events under different antecedent moisture conditions.

Four methods are available in the MIKE-UHM
loss model, that differ from each other based on the
required parameters and very few studies addressed
their comparative analysis.

Beilicci & Beilicci (2019) reported differences
of up to 32% between peak flows resulting from the
application of these methods to a single rainfall event
in the Valea Mare watershed in Romania. This study
focused only on three of the four methods and the
resulting differences were greater, up to 60% when
applied to several rainfall events in a much larger
watershed. Such differences can have a major impact
on future runoff predictions which is the reason why it
is prudent to not only rely on one method or even
model.

Balan et al., (2016) observed that the application
of the SCS Generalised method yielded a hydrograph
with four peaks, with a 26.5-hour difference in peak
flow occurrence. The first peak was underestimated
compared to the maximum recorded discharge, while
the second one, which was the highest peak flow,
overpredicted the measured value by 1.67%. Similar
findings were presented in this study for the May 2012
rainfall event, for which the SCS Generalised method
yielded a double-peak hydrograph with a 22-hour
difference between peak timings, but in this case, the
method underestimated the peak flow.

The SCS-CN method proved to be an efficient
tool for estimating direct runoff in such a small
mountainous watershed, as also shown by other
studies that applied the method to various watersheds
in Romania such as the ones conducted by Haidu &
Strapazan, 2019, Strapazan & Petrut, 2017, Gyori et
al., 2016, Ivanescu et al., 2014, Gyori & Haidu, 2011,
and Craciun et al., 2007. Nevertheless, the initial
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calibration based on the SCS lag time formula,
yielded results that were in poor agreement with the
measured values. The lag equation tended to
underestimate the relationship  between the
corresponding travel time and the rainfall parameters,
and hence the peak flow was overestimated, which is
why the manual adjustment of the lag time was
needed. In the case of small-sized catchments that
require highly accurate prediction of the peak flow

occurrence, the variables related to the rainfall
intensity may need to be considered for estimating the
watershed response time (Gericke & Smithers, 2014).
The formula may have given better results for a short-
term rainfall intensity, but in this case, the rainfall
events were of lower intensity and longer duration, so
future work addressing this issue may be needed.

The Proportional Loss method also provided
reliable results, but for a slightly longer lag time
compared to the SCS one, which is why it is difficult
to establish an exact time of concentration to which
the lag time is related.

6. CONCLUSIONS

This study presented a comparative analysis of
some of the widely used methods for runoff
estimation provided by the MIKE HYDRO River
modeling system - the UHM module. When referring
to the validation of a model or an equation that can be
used for future forecasts, even if a positive outcome
is achieved and the parameters are well established, it
may be opportune to consider at least some of the
many runoff modelling options provided by the
scientific literature. Since not all models or methods
are suitable for all geographic regions or
environments, given the different climatic and terrain
conditions, a comparative assessment can help the
user establish the most convenient one that can be
used in the future for the given area.

Although in this particular case the weakest
results belonged to the SCS Generalised method,
further study on extended series of events may be
needed for a certain area or even more in order to
provide a more in-depth assessment of its
performance. The SCS and Proportional Loss
methods proved to be highly effective for the study
area, but the SCS one offered the advantage of
reproducing the hydrograph shape and the peak flows
with improved accuracy. The major feature of this
method is that it accounts for the initial moisture
conditions prior to the runoff event so that the model
can be applied for different rainfall conditions, being
highly capable of simulating the runoff dynamics.

In spite of the fact that the dimensionless
coefficients values were close to 1 and the simulation
errors were not large for this particular area and
rainfall events, it is needless to say that further
research on this method for other extreme
precipitation events would be useful.
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