Carpathian Journal of Earth and Environmental Sciences, August 2021, Vol. 16, No. 2, p. 293 — 303; DOI:10.26471/Cjees/2021/016/175

THE FLOW-RATE PREDICTION IN ERGENE WATERSHED

Gokcen BAYRAKY, Selcuk SEVGEN? & Ruya SAML 12

Trakya University, Makedonya Campus, Faculty of Architecture, Department of Landscape Architecture, Edirne,
Turkey, gokcenbayrak@trakya.edu.tr
2Istanbul University - Cerrahpasa, Engineering Faculty, Computer Engineering Department, Avcilar, Istanbul, Turkey,
sevgens@iuc.edu.tr, ruyasamli@iuc.edu.tr

Abstract: This paper presents an experimental study about prediction of the highest monthly average flow-
rate of the Ergene River. Hydro-meteorological data from Luleburgaz Meteorology Station (MS) and
Luleburgaz Flow Observation Station (FOS) have been used for prediction. Ergene watershed has point
and non-point sources pollution and has seasonal floods. The study area is located in the middle of the
watershed. First of all, hydro-meteorological data of all months between 1995 and 2017 were obtained from
Luleburgaz FOS. After that, the relationship between the data were modeled by Artificial Neural Network
(ANN), Multiple Linear Regression (MLR) and Support Vector Machine (SVM). Also, the monthly flow-
rate of Ergene River Luleburgaz Station is predicted annually for the years 2017 and 2018. The results
demonstrate that the ANN, MLR and SVM models can predict the flow-rate with high accuracy, but the
ANN is the most appropriate model to the Ergene watershed data set.
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1. INTRODUCTION

Flood prediction has limitations and uncertainty
because of not caused only by meteorological
conditions and needs data about precipitation,
temperature, topography, vegetation cover, and
impermeable land area etc. In EU (European Union),
with respect to legal documents, the flood is described
as "the temporary covering by water of land not
normally covered by water" and flood risk is described
as "the combination of the probability of a flood event
and the potential adverse consequences for human
health, the environment, cultural heritage and
economic activity associated with a flood event"
(Directive 2007/60/EC, 2007). Floods lead to loss of
life and property, damage to environmental resources,
serious degradation of cities and agricultural lands,
thereby, resulting in human migration. All these
negative effects impede the development with the
cessation of economic activities. Furthermore, big
budgets and long periods are required to eliminate the
damages caused by floods. The factors posing a flood
risk include climate, land use, social and economic

conditions, current technology and policies. The level
of the flood risk necessitates not only assessing
potential material and non-material losses, but also
analyzing the negative impacts of the disaster on the
environment. Some examples of these impacts are
contamination and unfavourable geo-morphological
processes, which permanently change the land relief
and river valley. In order to reduce flood risk, the areas
of a river basin which are prone to floods and the areas
which require immediate action should be determined
in a river basin (Directive 2007/60/EC, 2007,
Glosinska, 2014).

Within the framework of flood risk
management plans, certain steps should be
determined for preventing floods that may occur in
river basins, protection from damages and
preparation processes. Flood risk management plans,
should include maps of diverse scenarios, taking into
account the land use and sources of environmental
pollution, and should be updated considering the
natural and anthropogenic changes taking place
within the basin and the effects of the climate change
(Directive 2007/60/EC, 2007).
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Defining various flood risk levels is the initial
point to determine the zones within an area that
require diverse planning limitations. Such an analysis
should also be utilized to review the current
development plans and to introduce requisite changes
to minimize the negative economic, social and
ecological impact of flooding. Moreover, the analysis
on the management of the flood-prone areas and the
risks of flooding in urban areas may lead to a debate
about the future form of the urban fabric between the
city authorities and the local communities (Glosinska,
2014).

ANN is a parallel system which processes data
via numerous highly interconnected neurons
responding to inputs through modifiable weights,
thresholds and mathematical transfer functions
(Haykin, 2009). Through its parallelism property, the
ANN method has been extensively employed in
various fields such as water quality (Liu et. al., 2015,
Nikoo et. Al 2011, Sanders et. al., 2013),
sedimentation (Olyaie et al., 2015), precipitation and
river flow property prediction (Dastorani et al., 2010,
Maier et al., 2010, Samli et al., 2014, Sivri et al.,
2007, 2009), rainfall-runoff process (Cannas et al.,
2004, Dawson & Wilby, 1998, Meng et al., 2016) in
the literature. A large number of studies have
demonstrated that the application of this method has
led to success especially in predicting flow-rates
based on hydro-meteorological data (Campolo et al.,
1999, Dawson et al.,, 2002, Gumus et al., 2011,
Lekkas et al., 2004, Minns & Hall, 1996, Seckin et
al., 2010). In literature, flow-rate estimation studies
are conducted by using ANN (Demirel et al., 2009,
Shamseldin, 2010, Teschl & Randeu, 2006), MLR
(Asati & Rathore, 2012, Rezaeianzadeh et al., 2014,
Rosenberg et al., 2011, Veiga et al., 2015), fuzzy
logic (Liong et al., 2000, Nayak et al., 2005), adaptive
neuro-fuzzy inference system (Firat & Gungor, 2007,
Hamaamin et al., 2016, Rezaeianzadeh et al., 2014,
Saez et al., 2017) and time-series model (Rosenberg
et al., 2011). Some studies have made comparisons
between these methods for flow-rate prediction (Asati
& Rathore, 2012, Hamaamin et al., 2016,
Rezaeianzadeh et al., 2014). In this study, ANN,
MLR and SVM methods have been implemented, and
the results of these methods have been evaluated
comparatively.

Considering the Ergene River with its high
flood frequency (TUBITAK-MAM., 2013), it is
aimed to obtain the most-predictive and the least
error-prone model so as to reveal how the following
peak value of flow-rate can vary according to hydro-
meteorological conditions. In line with this aim, the
long-term hydrological data have been utilized in
order to estimate the flow rates belonging to previous

years. The next highest flow rate has been estimated
by means of the ANN, MLR and SVM methods,
based on hydro-meteorological data between 1995-
2017. Although there are numerous studies on the
pollution and the basin of the Ergene River (Bayrak
Yilmaz, 2011, Bayrak Yilmaz & Sivri, 2014,
Dokmeci, 2017, Emadian et al., 2021, Nigdeli et al.,
2020, Orak et al., 2020, Sungur et al., 2014, Tokatli,
2020), the number of studies on flow-rates and flood
prediction in the study area is quite low (Ayvaz et al.,
2018, Bayrak Yilmaz et al., 2014, Kisi, 2009, Kisi &
Cigizoglu, 2007, Kisi et al., 2012). There are many
studies on flow-rate modeling in rivers. A summary
of these studies is given in Table 1.

2. Material and Methods
2.1. The Study Area

Ergene basin, located in Meri¢ basin, is an
inland basin and covers an area of 10733 km?. It is
surrounded by the Black Sea, Marmara Sea and North
Aegean Sea (Fig. 1). The Ergene River, which is the
main river of the basin, has a length of 264 km and
28.73 m®/s average annual flow rate (TU, 2007).

The General Directorate of State Hydraulic
Works operates the Ergene river FOS. Before the year
1991, FOS records show that the flow-rate of the river
increases in rainy seasons, but approaches to zero at
the end of the water year. The flow peaks are usually
observed in early spring. Since 1991, flows have
existed in the river even in dry seasons. This fact
indicates that the natural flow mechanism of the river
is destroyed by industrial and domestic wastewater
discharges (TRMEF, 2008a, TRMEF, 2008b).

In Ergene basin; monthly average precipitation
is 602.18 mm with the lowest precipitation in August,
the highest precipitation registered in November and
located in the northeast of the basin. Winter
precipitation is generally higher than spring
precipitation. It is seen that there was a long dry
period between 1982-1995 and a short rainy period
between 1995-2000 (TRMEF, 2008a, TRMEF,
2008Db).

This study aims to predict the highest monthly
average flow-rate of the Ergene River. For this
purpose, hydrological data from Luleburgaz FOS and
meteorological data from Luleburgaz MS have been
utilized for prediction. Ergene basin has point and
diffuse sources pollution with seasonal floods. The
study area is in the middle of the basin. The monthly
average flow-rate between 1995-2017 in Luleburgaz
FOS is shown in Figure 2.
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Table 1. Literature Studies about Flow-rate Modelling

Study Method(s) Major research focus Findings

Streamflow Forecasting Using ANN | SVM models can be employed for prediction of
Adnan et al. (2017) ANN, SVM and SVM monthly streamflows successfully.
Asadi et al. (2019) ANN, NDVI, IC Hydrological Connectivity Index and J Y y Y

ANN

ANN data-driven models, which are valuable
for water resources planning and management.

Azad et al. (2018)

ANFIS EA as GA,

Prediction of river flow using hybrid

Whereas classic ANFIS managed to predict
river flow only one day ago, EA was able to do

ACOR, PSO neuro-fuzzy models -

so five days ago.
Ultrasonic level measurement of the drilling

Chhantyal et al. (2016) DANN Flpw Rate Egtlmatlon using DANNs f|UId' in an alreac_iy existing open chanr)el is a

with Ultrasonic Level Measurements possible alternative to expensive devices to

measure flow drilling fluid.

Daliakopoulos and Tsanis Comparison of an ANN and a

P ANN, CM conceptual rainfall-runoff model in the | ANN is superior to conventional CMs.

(2016)

simulation of ephemeral streamflow

El-shafie et al. (2013)

ANN, regression

Rainfall-Runoff Prediction with ANN
and regression techniques

ANN is capable of explaining the behaviour of
rainfall-runoff connection more precisely than
the classical regression model.

Diverse performance measures demonstrate

Ghorbani et al. (2016a) ﬁ/IVL'\F/Ia ANN, RC, m?:egrs/gM”::(z iﬁc,\rjmrge time series that SVM and ANN are above the results of the
9 traditional RC and MLR models.
. As regards the prediction of monthly river flow,
Ghorbani et al. (2016b) MLP, RBF, SVM %onr\ggirg%n ?I\g:\lfll\lowd SVM models the uncertainty in MLP and RBF models is
P Y more than that in SVM.

Despite having a significant potential for

Rainfall-Runoff Modeling in Urban | utilization in the area of urban hydrology, SVR

Granata etal. (2016) SVR Drainage has considerable limitations as to the model
calibration.

- I . . The prediction reliability of SVR-GANN

Hosseini and Mahjouri SVR, GANN Integrating SVR and GANN for daily model is generally superior to that of ANN-

(2016)

rainfall-runoff modeling

based models.

Kisi (2008)

FFNN, GRNN, RBF

River flow forecasting and estimation
using different ANN techniques

Forecasting and estimation of the monthly
streamflow could be achieved through ANN.

Rainfall-runoff modeling using LSTM

Runoff can be predict using LSTM from

Kratzert et al. (2018) LSTM meteorological ~ data  with  accuracies
networks .
comparable to a hydrological model.
. Long-term rainfall forecasting using | ANN models showed better generalisation
Mekanik et al. (2013) MR, ANN large scale climate modes ability for different correlation coefficients.
River flow prediction using hybrid .
h " | FNN-PSOGSA model improves accuracy and
Meshram et al. (2019) FNN, PSOGSA PSOGSA algorithm based on feed is a feasible method in predicting the river flow.
forward NN
. - LSTM was applicable for time series
. LSTM, WLSTM, Streamflow and rainfall forecasting by s
Ni et al. (2020) CLSTM two LSTM based models predlgtlon, but _WLSTM and CLSTM were
superior alternatives.
Modeling of Rainfall-Runoff | The models can help the water resource
Patel and Joshi (2017) ANN Correlations in Dharoi Watershed of a | managers operate the reservoir properly in
Sabarmati River Basin, India extreme events such as flooding and drought.
Investigating hybrid wavelet-neuro- | WNF model increases the accuracy of the
Shiri and Kisi (2010) ANFIS fuzzy model for daily, monthly, and | single NF models, especially in forecasting
yearly streamflows yearly streamflows.
A comprehensive comparison of four | This type of validation is essential for ensuring
Snieder et al. (2020) ANN input variable selection methods for | that the methods are sufficiently robust to be
ANN flow forecasting models useable for different hydrological regions.
. . ANN was able to predict runoff from rainfall
Sundara et al. (2016) ANN RglnfaII-R_unoff Modelling for Sarada data reasonably well for a small semi-arid
River Basin
catchment area.
Prediction of Rainfall-Runoff Relation S
Unes et al. (2019) ANN, MLR with ANN and MLR Both methods give similar values.
Prediction of medium and long-term | EMD can effectively enhance the forecasting
Wang etal. (2015) ANN, EEMD hydrological runoff time series. accuracy of ANN.
Wu and Chau (2011) ANN, MANN Rainfall-runoff modeling with singular | MANN does not exhibit significant advantages

spectrum analysis

over ANN.

where EEMD is Ensemble Empirical Mode Decomposition, ANFIS is Adaptive Neuro-Fuzzy System, NF is Neuro-Fuzzy, WNF is Wavelet-Neuro-
Fuzzy, MANN is Modular Artificial Neural Network, SVR is Support Vector Regression, GANN is Geomorphologic-Based ANN, FFNN is Feed
Forward Neural Networks, GRNN is Generalized Regression Neural Networks, RBF is Radial Basis ANN, EA is Evolutionary Algorithms, GA is
Genetic Algorithm, ACOR is Ant Colony Optimization for Continuous Domain, PSO is Particle Swarm Optimization, CM is Conceptual Model,
DANN is Dynamic Artificial Neural Network, MLP is Multilayer Perceptron, RC is Rating Curve, LSTM is Long Short-Term Memory, FNN is
Feed-Forward Neural Network, PSOGSA is Hybrid Algorithm of the Particle Swarm Optimization and Gravitational Search Algorithms, WLSTM
is Wavelet-LSTM, CLSTM is Convolutional LSTM, NDVI is Normalized Difference Vegetation Index, IC is Index of Connectivity, MR is Multiple
Regression, SAC-SMA is Sacramento Soil Moisture Accounting Model.
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2.2. Artificial Neural Networks

Inspired by the operation of biological neural
networks, ANN is a computational model to process
information mathematically. Researches on this topic
started by modeling neurons, which are biological
units of a brain, and applying it to computer systems.
Later, in line with the advancements in computer
systems, this approach became applicable to several
fields. (Haykin, 2009). ANN has been used in various
fields, especially for classification, modeling, and
prediction processes (Demir et al., 2016, Wang et al.,
2015). In this study, a feed-forward ANN with three
layers (input layer, hidden layer, and output layer) has
been used. Interconnection weights of the network are
updated to minimize the error between the predicted
values of the network and desired values while
training a feed-forward ANN. The mathematical
expression of the neurons in the hidden and output
layers of such a network is defined as follows (Eq.1)
(Haykin, 2009):

i=1

i=1,2,3,...m; j=1,2,3,....,n

where m denotes the number of inputs, n
represents the number of outputs, y; is the output, f is
the activation function, w; is the interconnection
weight from ith neuron to jiw neuron, i is ix input, and
bj is a bias in the jin neuron.

The model used in this study is shown in Fig.
3. There are four neurons in the input layer as total
flow, average flow, total precipitation and average
temperature measured monthly; four neurons in the
hidden layer, and one neuron in the output layer as a
monthly average flow-rate value (Ha et al., 2016).

Input Layer

Hidden Layer
Total Flow

“._ Output Layer

- O » Flow-Rate

Figure 3. ANN architecture

Average
Flow

Total )
Precipitation

Average
Temperature

Determining appropriate  hidden neuron
number for an ANN structure is a very important
point. There is no a specific rule to define this value
in literature. Hence, different approaches have been
proposed for it. One is for the hidden layer's size to be
somewhere between the input layer size and the
output layer size (Blum, 1992). Swingler (1996)
proposed a formula to calculate the size of the hidden

layer: (Number of inputs +outputs) * (2/3). The other
basic rule is that it should not be more than twice as
large as the input layer (Berry & Linoff, 1997). In this
study, according to preprocesses, the hidden layer's
neuron number is determined as four.

MATLAB software offers an environment to
implement simulation studies. 70% of the data are
used for training, 15% for validation, and 15% for
testing. Various training algorithms and activation
functions are employed during simulations. In this
study, many combinations of learning algorithm and
activation functions were tried and the best result is
obtained by combining the Levenberg-Marquardt
learning algorithm and logsig activation function,
whose formula is given below (Eq. 2).

logsig(net) = D) (2)

To update the interconnection weight
coefficients, the mean square error (MSE) function is
utilized:;

n
1 _
MSE= = ) (5-Y)2 (3)
i=1

where Y; denotes the vector of predicted
values, Y; represents the vector of real values
(Wackerly and Scheaffer, 2008).

2.3. Multiple Linear Regression

MLR presents a relationship between the
independent variables some of which affect the
dependent variables. Regression models are classified
as linear and nonlinear models (Montgomery et al.,
2012). In this study, the sum of the sine model with
six terms has been used. This model is defined by the
equation (Eg. 4) as follows:

n

y= 2 a;sin(bix+¢)  (4)
i=1
a is the amplitude, b is the frequency, c is the phase
constant for each sine wave term, n is the number of
terms in the series (1< n < 8) (Cheng, 2015).

2.4. Support Vector Machine

SVM is a nonparametric supervised learning
algorithm used for general classification and
modeling. It is a popular model in classification
studies because of its strength in non-linear
classification. It is a helpful model for classifying
various types of data such as numerical data, text,
image and so on.
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3. RESULTS AND DISCUSSION

Prediction of the flow-rates has been
implemented by ANN, MLR and SVM methods with
the data of Luleburgaz region of Ergene basin
between the years 1995 and 2017. In this study,
initially, ANN, MLR and SVM have been trained by
the data between 1995-2016 and validated by data of
2017. In Figures 4a, 4b and 4c, the comparisons of the
2017 results between experimental data and estimated
data are given for ANN, MLR and SVM modelling,
respectively.
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predicted results of 2017

Two performance criteria have been employed
in this study to assess the goodness of fit of the
models: determination coefficient (R?) and “mean
absolute percentage error” (MAPE). The R? value,
varying between 0 and 1, is a statistical measure that
indicates how well the regression line approximates

the observed data are to the regression line.
A coefficient of 1 denotes that the fit of the regression
line to the experimental data is “perfect.” The MAPE
value of < 10 indicates a high forecast accuracy, 10 -
20 indicates a good forecast accuracy, 20 - 50
indicates a reasonable forecast, > 50, on the other
hand, indicates inaccuracy in forecasting (Lewis,
1982). Mean absolute percentage error (MAPE) is
calculated by the difference of experimental values
and obtained values (Eq. 5) (de Myttenaere et al.,

2016).
1 n
MAPE = = Z
n

=
Y,» denotes experimental values whereas ¥, denotes
predicted values, and n is the number of predictions.

The comparison of experimental results and all
three method results for 2017 is given in Figure 5.
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Figure 5. The comparison between experimental and
ANN, SVM, MLR predicted results of 2017

The determination coefficients of the
simulations are 0.9320 for ANN and 0.9334 for MLR.

Secondly, all these three methods were used to
model 2018 data. In Figures. 6a, 6b and 6c, the
comparisons of the 2018 results between
experimental data and estimated data are given for
ANN, MLR and SVM modeling, respectively.

The comparison of experimental results and all
three method results for 2018 is given in Figure 7.

The determination coefficients of the
simulations are 0.9348 for ANN, 0.9340 for MLR.

Mean absolute percentage errors (MAPE) for
ANN, MLR and SVM of the years 2017 and 2018 are
given in Table 2.

Table 2. Mean absolute percentage error (MAPE) for
ANN, MLR and SVM

Years ANN MLR SVM
2017 0.3753 0.5585 0.5674
2018 0.6365 1.1917 1.4302

For both 2017 and 2018, the best prediction
results have been obtained by ANN. In this study, also
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various ANN structures with different numbers of
hidden neurons (3 — 10) have been used to make the
simulations and to see the effect of the ANN structure
on the results. It is known that there is a relationship
between the number of hidden neurons and the

complexity of the system. Too many hidden layer
neurons provide successful training and memorizing,
but unsuccessful testing and generalizing. The results
for the year 2018, MAPE and determination
coefficients are given in Table 3. As seen from the
table, the most accurate values have been obtained
with 10 neuron-ANN.

4. CONCLUSIONS

In this study, it is aimed at estimating the
highest monthly average flow rate and the probability
of flooding in the Ergene River Luleburgaz region.
For this purpose, data from Luleburgaz FOS and MS
have been used for modeling. ANN, MLR and SVM
methods have been employed to evaluate data
between 1995 and 2017, and to predict 2018. The
accuracy of the models is demonstrated by statistical
comparison of observed values and predicted values.
Models have been compared in terms of prediction of
monthly flow. According to the results;

1. In 2018, the highest average flow rate (50
md/s) is expected to be seen in March. The prediction
result coincides with the observed value.

2. High R? (0.9348 and 0.9340, respectively)
values have been determined in ANN and MLR.

3. The MAPE results for three models can be
evaluated as "highly accurate™.

4. According to the MAPE results, ANN has
performed better than SVM and MLR, MLR than
SVM.

5. The most accurate MAPE values have been
obtained with 10 hidden neuron-ANN.

6. The results show that ANN, MLR and SVM
are suitable prediction models for hydrological
studies.

7. It appears that the predicted monthly flow-
rates fit the observed flow- rates well.

As remarked in similar studies, ANN is a
suitable method to predict monthly average flow
rates. Since the number of studies on Ergene basin
flood risk is quite few, this study will play an
important role for the region and for literature. In the
other studies about Ergene watershed, the input
values between 1980 — 1994 were used in general.
Because the river’s flow rate changed after 1991 as
explained in “The Study Area” section, to study with
1997 — 2018 values have an importance. The recent
input data set can present the new characteristics of
the river much better than former input data set. When
the studies on Ergene watershed and other studies as
to the subject in literature are reviewed, it is seen that
daily flow data is mostly used as input, and ANN and
other methods are compared. The studies using daily
dataset instead of monthly also show accurate results.
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Table 3. MAPE and determination coefficients for the year 2018

Flow Rate 3 neurons | 4 neurons | 5Sneurons | 6 neurons | 7 neurons | 8 neurons | 9 neurons | 10 neurons
125 12.1575 11.7003 12.3821 11.9341 11.8678 12.4165 12.2594 12.0109
12.6 12.2925 11.8435 12.4047 11.9426 12.0773 12.4501 12.2295 12.5433
155 15.2559 14.8425 14.8056 14.7928 14.4664 14.7877 14.8257 15.3680
28.9 26.8819 26.4825 27.2332 27.1631 27.2082 27.5967 27.2392 28.7398
22.0 20.8600 20.9679 20.4597 20.5764 20.8162 20.0261 20.7853 21.4322
50.0 47.3820 48.1506 47.9341 48.4953 48.3214 50.1717 47.3601 49.3050
141 13.7178 13.2838 13.9402 13.7147 13.2435 14.0317 13.1804 13.1419
8.81 8.5683 8.0145 8.8129 8.3439 8.2182 8.3745 8.5225 7.7781
8.03 7.7492 7.2266 7.8345 7.0136 7.2493 7.4732 7.5905 8.3539
129 12.8524 12.0840 12.4599 12.5966 12.6531 12.4672 12.3296 12.4330
12.7 12.6705 11.8286 12.6865 12.9177 13.0515 12.2490 12.5641 12.3581
6.98 6.6502 6.3463 6.7862 6.4052 6.4317 6.3924 6.6103 5.8185

MAPE 1.0365 1.1454 0.9241 0.9322 0.9574 0.7853 1.0588 0.6365
R? 0.9335 0.9331 0.9347 0.9666 0.9343 0.9344 0.9351 0.9348

This study differs from literature in that it uses
four different types of values as input. This study
reveals that when the daily data set cannot be
obtained, the predictions made using the monthly data
set give accurate results.

In conclusion, floods play an important role in
basin management and urban planning. River flows
should be predicted in advance to prevent or reduce
the damages in rural and urban areas in planning
studies. Many models are used for future flow and
flood predictions. Better predictions are thought to
increase input data and diversify it with land use data
and soil data. In future studies, various methods such
as different ANN types, genetic algorithm and neuro-
fuzzy etc. can be used to predict the flow rate in the
Ergene basin.

Acknowledgements

This work was supported by the Scientific and
Technical Research Council of Turkey, under Project
118E682 and Research Fund of Istanbul University-
Cerrahpasa under Project BYP-2019-33988.

REFERENCES

Adnan, R. M., Yuan, X, Kisi, O. & Yuan, Y., 2017.
Streamflow Forecasting Using Artificial Neural
Network and Support Vector Machine Models,
American  Scientific  Research  Journal  for
Engineering, Technology and Sciences, 29, 286-294.

Asadi, H., Shahedi, K., Jarihani, B. & Sidle, R. C., 2019.
Rainfall-Runoff Modelling Using Hydrological
Connectivity Index and Artificial Neural Network
Approach, Water, 11, 212-241.

Asati, S. R. & Rathore, S.S., 2012. Comparative Study of

Stream Flow Prediction Models, International Journal
of Life Sciences Biotechnology and Pharma Research,
1,139-151.

Ayvaz, M. T., Tezel, U., Kentel, E. & Goktas, R. K., 2018.
Weekly Flow Prediction of Ergene River using an
Artificial Neural Network Based Solution Approach,
HIC2018 (EPIC Series in Engineering) 3, 155-161.

Azad, A., Farzin, S., Kashi, H., Sanikhani, H., Karami, H.
& Kisi, O., 2018. Prediction of river flow using hybrid
neuro-fuzzy models, Arabian Journal of Geosciences,
11,718-731.

Bayrak Yilmaz, G., 2011. Yiizey Sularinda Uzun Siireli Besi
Yiiklerinin Etkisinin Belirlenmesi: Ergene Havzasi
Ornegi, Istanbul Universitesi, Fen Bilimleri Enstitiisii,
Doktora Tezi, 168s, Istanbul (In Turkish).

Bayrak Yilmaz, G., Sivri, N., (2014), Estimation of Nutrient
Loads in Ergene Basin through GIS, Fresenius
Environmental Bulletin, 23, 3212-3221.

Bayrak Yilmaz, G., Sivri, N., Akgundogdu, A. & Seker, D.
Z., 2014. The Prediction of Flow-Rate and Nutrient
Load in Ergene River Basin Through Artificial Neural
Networks, Fresenius Environmental Bulletin, 23,
3202-3211.

Berry, JAM. & Linoff, G., 1997. Data mining techniques-
for marketing, sales and customer support, 3rd
Edition, Wiley&Sons, Indiana, USA, ISBN 978-
0470650936.

Blum, A., 1992. Neural Networks in C++: An Object-
Oriented Framework for Building Connectionist
Systems, Wiley&Sons, New York, USA, ISBN 978-
0471552017.

Campolo, M., Andreussi, P. & Soldati, A., 1999. River
Flood Forecasting with a Neural Network Model,
Water Resources Research, 35, 1191-1197.

Cannas, B., Montisci, A., Fanni, A., See, L. & Sechi, G. M.,
2004. Comparing Artificial Neural Networks and
Support Vector Machines for Modelling Rainfall-

300



Runoff, ~ 6th  International ~ Conference  on
Hydroinformatics, 1573-1580.

Cheng, Z., 2015. Late Pleistocene Sea Levels and Resulting
Changes in Global Land Distributions, University of
Kansas, MSc Thesis, 81s.

Chhantyal, K., Hoang, M., Viumdal, H. & Mylvaganam,
S., 2016. Flow Rate Estimation using Dynamic
Artificial Neural Networks with Ultrasonic Level
Measurements, Proceedings of the 9th EUROSIM &
57th SIMS, Oulu, Finland.

Daliakopoulos, I. N. & Tsanis, I. K., 2016. Comparison of
an artificial neural network and a conceptual rainfall-
runoff model in the simulation of ephemeral
streamflow, Hydrological Sciences. Journal, 61, 2763-
2774,

Dastorani, M.T., Moghadamnia, A., Piri, J. & Ramirez,
M.R., 2010. Application of ANN and ANFIS Models
for  Reconstructing  Missing  Flow  Data,
Environmental Monitoring and Assessment, 166, 421-
434.

Dawson, C. W., Harpham, C., Wilby, R. L. & Chen, Y.,
2002. Evaluation of artificial neural network
techniques for flow forecasting in the River Yangtze,
China. Hydrology and Earth System Sciences, 6, 619-
626.

Dawson, C.W. & Wilby, R., 1998. An Atrtificial Neural
Network Approach to Rainfall-runoff Modelling,
Hydrological Sciences Journal, 43, 47-66.

de Myttenaere A., Golden, B., Le Grand, B. & Rossi, F.,
2016. Mean Absolute Percentage Error for regression
models, Neurocomputing, 192, 38-48.

Demir, S., Karadeniz, A. & Demir, N. M., 2016. Using
Steepness Coefficient to Improve Artificial Neural
Network Performance for Environmental Modeling,
Polish Journal of Environmental Studies, 25, 1467-
1477.

Demirel, M. C., Venancio, A. & Kahya E., 2009. Flow
forecast by SWAT model and ANN in Pracana basin,
Portuga, Advances in Engineering Software, 40, 467-
473.

Directive 2007/60/EC of the European Parliament and of
the Council of 23 October 2007 on the assessment
and management of flood risks, 2007. OJ L 288,
6.11.2007, 27-34.

Dokmeci, A. H., 2017. Evaluation of heavy metal pollution in
the Ergene River Basin from a public health
perspective, Turkish Journal of Public Health, 15, 212-
221.

El-shafie, A., Mukhlisin, M., Najah, A. A. & Taha, M. R,
2011. Performance of artificial neural network and
regression techniques for rainfall-runoff prediction,
International Journal of Physical Sciences, 6,1997-
2003.

Emadian, S. M., Sefiloglu, F. O., Akmehmet Balcioglu, I.
& Tezel, U, 2021. Identification of core
micropollutants of Ergene River and their
categorization based on spatiotemporal distribution,
Science of The Total Environment, 758, 143656.

Firat, M. & Gungor, M., 2007. River flow estimation using
adaptive neuro fuzzy inference system. Mathematics

and Computers in Simulation, 75, 87-96.

Ghorbani, M. A,, Khatibi, R., Goel, A, Fard, M. H. F., &
Azani, A., 2016a. Modeling river discharge time
series using support vector machine and artificial
neural networks, Environmental Earth Sciences, 75,
685-697.

Ghorbani, M. A., Zadeh, H. A, Isazadeh, M. & Terzi, O.,
2016b. A comparative study of artificial neural
network (MLP, RBF) and support vector machine
models for river flow prediction, Environmental Earth
Sciences, 75, 475-488.

Glosinska, E., 2014. Floodplain Management in the Context
of Assessment and Changes of Flood Risk and the
Environment — a Review, Polish Journal of
Environmental Studies, 23, 1895-1904.

Granata, F., Gargano, R. & De Marinis, G., 2016. Support
Vector Regression for Rainfall-Runoff Modeling in
Urban Drainage: A Comparison with the EPA’s
Storm Water Management Model, Water, 8, 69-82.

Gumus, V., Kavsut, E. & Yenigun, K., 2011. Assessment of
using ANN in modelling for rainfall-runoff relations:
Central Euphrates River Basin Application,
Engineering Sciences, 6, 389-397.

Ha, M. B., Huong, T. G. D. & Cuong, D. N., 2016. Applying
an Artificial Neural Network to Predict Coagulation
Capacity of Reactive Dyeing Wastewater by Chitosan,
Polish Journal of Environmental Studies, 25, 545-555.

Hamaamin, Y. A., Nejadhashemi, A.P., Zhang, Z., Giri, S.
& Woznicki, S.A., 2016. Bayesian Regression and
Neuro-Fuzzy Methods Reliability Assessment for
Estimating Streamflow. Water, 8, Article 1D: 287.

Haykin S., 2009. Neural Networks and Learning Machines,
3rd Edition, Prentice Hall, New Jersey, USA, ISBN
978-0131471399.

Hosseini, S. M. & Mahjouri, N., 2016. Integrating Support
Vector Regression and a geomorphologic Artificial
Neural Network for daily rainfall-runoff modeling,
Applied Soft Computing, 38, 329-345.

Kisi, O., 2008. River flow forecasting and estimation using
different artificial neural network techniques,
Hydrology Research, 39, 27-40.

Kisi, O., 2009. Neural Networks and Wavelet Conjunction
Model for Intermittent Streamflow Forecasting,
Journal of Hydrologic Engineering, 14, 773-782.

Kisi, O. & Cigizoglu, H. K., 2007. Comparison of different
ANN techniques in river flow prediction, Civil
Engineering and Environmental Sytems, 24, 211-231.

Kisi, O., Nia, A. M., Gosheh, M. G., Tajabadi, M. R. J. &
Ahmadi, A, 2012. Intermittent Streamflow
Forecasting by Using Several Data Driven
Techniques, Water Resources Management, 26, 457-
474,

Kratzert, F., Klotz, D., Brenner, C., Schulz, K. &
Herrnegger, M., 2018. Rainfall-runoff modelling
using Long Short-Term Memory (LSTM) networks,
Hydrology and Earth System Sciences, 22, 6005-
6022.

Lekkas, D. F., Onof, C., Lee, M. J. & Baltas, E. A., 2004.
Application of Artificial Neural Networks for Flood
Forecasting, Global Nest: The International Journal,

301



6, 205-210.

Lewis, C.D., 1982. Industrial and Business Forecasting
Methods, Butterworths Publishing, London, UK,
ISBN 978-0408005593.

Liong, S. Y., Lim, W. H., Kojiri, T. & Hori, T., 2000.
Advance flood forecasting for flood stricken
Bangladesh with a fuzzy reasoning method,
Hydrological Processes, 14, 431-448.

Liu, J., Zhang, Y., Yuan, D. & Song, X., 2015. Empirical
Estimation of Total Nitrogen and Total Phosphorus
Concentration of Urban Water Bodies in China Using
High Resolution 1KONOS Multispectral Imagery,
Water, 7, 6551-6573,

Maier, H. R., Jain, A,, Dandy, G. C. & Sudheer, K. P.,
2010. Methods used for the development of neural
networks for the prediction of water resource
variables in river systems: Current status and future
directions, Environmental Modelling & Software, 25,
891-909.

Mekanik, F., Imteaz, M. A., Gato-Trinidad, S. & Elmahdi,
A., 2013. Multiple regression and Artificial Neural
Network for long-term rainfall forecasting using large
scale climate modes, Journal of Hydrology, 503, 11-
21.

Meng, C., Zhou, J., Tayyab, M., Zhu, S. & Zhang, H. K,
2016, Integrating Artificial Neural Networks into the
VIC Model for Rainfall-Runoff Modeling, Water, 8,
Article 1D: 407.

Meshram, S. G., Ghorbani, M. A., Shamshirband, S.,
Karimi, V. & Meshram, C., 2019, River flow
prediction using hybrid PSOGSA algorithm based on
feed-forward neural network, Soft Computing, 23,
10429-10438.

Minns, A. W. & Hall, M. J., 1996. Artificial Neural
Networks as Rainfall-runoff Models, Hydrological
Sciences Journal, 41, 399-417.

Montgomery, D.C., Peck, E.A. & Vining, G.G., 2012.
Introduction to linear regression analysis, 5th edition,
Wiley & Sons, New Jersey, USA, ISBN 978-
0470125069.

Nayak, P. C., Sudheer, K. P. & Ramasastri, K. S., 2005.
Fuzzy computing based rainfall-runoff model for real
time flood forecasting, Hydrological Processes, 19,
955-968.

Ni, L., Wang, D., Singh, V. P., Wu, J., Wang, Y., Tao, Y.
& Zhang, J., 2020. Streamflow and rainfall
forecasting by two long short-term memory-based
models, Journal of Hydrology, 583, Article ID:
124296.

Nigdeli, M., Akin Evingiir, G. & Balcioglu, L., 2020.
Assessment of Antropogenic Pollution in Urbanized
Ergene River by Fluorescence and Absorbance
Spectroscopy, Proceedings of the 6th International
Conference on Knowledge and Innovation in
Engineering, Science and Technology.

Nikoo, M.R., Kerachian, R., Estalaki, S.M., Azghadi,
SN.B. & Ghadikolace, M.M.A., 2011. A
Probabilistic Water Quality Index for RiverWater
Quality Assessment: A Case Study, Environmental
Monitoring and Assessment, 181, 465-478.

Olyaie, E., Banejad, H., Chau, KW. & Melesse, A.M.,
2015. A Comparison of Various Artificial Intelligence
Approaches Performance for Estimating Suspended
Sediment Load of River Systems: A Case Study in
United States, Environmental Monitoring and
Assessment, 187, 187-189.

Orak, E., Akkoyunlu, A. & Can, Z.S., 2020. Assessment of
water quality classes using self-organizing map and
fuzzy C-means clustering methods in Ergene River,
Turkey, Environ Monit Assess, 192, 638.

Patel, A. B. & Joshi, G. S., 2017. Modeling of Rainfall-
Runoff Correlations Using Artificial Neural Network-
A Case Study of Dharoi Watershed of a Sabarmati
River Basin, India, Civil Engineering Journal, 3, 78-
87.

Rezaeianzadeh, M., Tabari, H., Arabi Yazdi, A., Isik, S. &
Kalin, L., 2014. Flood flow forecasting using ANN,
ANFIS and regression models, Neural Computing and
Applications, 25, 25-37.

Rosenberg, E. A., Wood, A. W. & Steinemann, A. C., 2011.
Statistical applications of physically based hydrologic
models to seasonal streamflow forecasts, Water
Resources Research, 47, Article ID: 3.

Saez, P. J., Aparicio, J. S., Sanchez, J.P., Velazquez, D.P.
& Cecilia, J.M., 2017. Estimation of Instantaneous
Peak Flow Using Machine-Learning Models and
Empirical Formula in Peninsular Spain, Water, 9,
Article ID: 347.

Samli, R., Sivri, N., Sevgen, S. & Kiremitci, V. Z., 2014.
Applying Artificial Neural Networks for the
Estimation of Chlorophyll-a Concentrations along the
Istanbul Coast, Polish Journal of Environmental
Studies, 23, 1281-1287.

Sanders, E.C., Yuan, Y. & Pitchford, A., 2013. Fecal
Coliform and E. coli Concentrations in Effluent-
Dominated Streams of the Upper Santa Cruz
Watershed, Water, 5, 243-261.

Seckin, N., Guven, A. & Yurtal, R., 2010. Modelling Flood
Discharge Using Artificial Neural Network: Case
Study - The Middle Black Sea Watershed, Cukurova
University  Engineering  Architecture  Faculty
Magazine, 25, 45-57 (in Turkish).

Shamseldin, A. Y., 2010. Artificial neural network model for
river flow forecasting in a developing country, Journal
of Hydroinformatics, 12, 22-35.

Shiri, J. & Kisi, O., 2010. Short-term and long-term
streamflow forecasting using a wavelet and neuro-
fuzzy conjunction model, Journal of Hydrology, 394,
486-493.

Sivri, N., Kilic, N. & Ucan, O. N., 2007. Estimation of stream
temperature in Firtina Creek (Rize-Turkiye) using
artificial neural network model, Journal of
Environmental Biology, 28, 67-72.

Sivri, N., Ozcan, K., Ucan, O. N. & Akincilar, O., 2009.
Estimation of Stream Temperature in Degirmendere
River (Trabzon-Turkey) Using Artificial Neural
Network Model, Turkish Journal of Fisheries and
Aquatic Sciences, 9, 145-150.

Snieder, E., Shakir, R. & Khan, U. T, 2020. A
comprehensive comparison of four input variable

302



selection methods for artificial neural network flow
forecasting models, Journal of Hydrology, 583, Article
1D:124299.

Sundara Kumar, P., Praveen, T. V. & Anjanaya Prasad,
M., 2016. Artificial Neural Network Model for
Rainfall-Runoff -A Case Study, International Journal
of Hybrid Information Technology, 9, 263-272.

Sungur, A., Soylak, M. & Yilmaz, S., 2014. Determination
of heavy metals in sediments of the Ergene River by
BCR sequential extraction method. Environ Earth Sci,
72, 3293-3305.

Swingler, K., 1996. Applying Neural Networks: A Practical
Guide, Morgan Kaufmann, San Fransisco, USA,
ISBN 978-0126791709.

Teschl, R. & Randeu, W. L., 2006. A neural network model
for short term river flow prediction, Natural Hazards
Earth System Sciences, 6, 629-635.

Tokatli, C., 2020. Pesticide Residues in Water and Sediment
of Ergene River and Tributaries in Turkey, Sigma J
Eng & Nat Sci, 38 (1), 361-370.

TRMEF., 2008a. Ergene Basin Environmental Management
Master Plan Final Report, Ankara (in Turkish).
TRMEF., 2008b. Meric - Ergene Basins Protection Action

Plan, Ankara (in Turkish).

TU., (2007), Ergene Basin Environmental Plan, Trakya
University Publications, 78 (in Turkish).

TUBITAK-MAM., 2013. Preparation of Basin Protection

Received at: 19. 01. 2021

Revised at: 25. 03. 2021

Accepted for publication at: 13. 04. 2021
Published online at: 17. 05. 2021

Action Plans Project Ergene Basin Project Final
Report 5118601 (CTUE.13.152), Gebze, Kocaeli (in
Turkish).

Unes, F., Keskin, L. & Demirci, M., 2019. Artificial Neural
Networks Method for Prediction of Rainfall-Runoff
Relation: Regional Practice, Natural and Engineering
Sciences, 4, 220-230.

Veiga, V. B. & Hassan, Q. K., He, J., 2015. Development of
Flow Forecasting Models in the Bow River at
Calgary, Alberta, Canada, Water, 7, 99-115.

Wackerly, D. & Scheaffer, W., 2008. Mathematical
Statistics with Applications, 7th Edition, Thomson
Brooks/Cole, Belmont, USA, ISBN 978-0495110811.

Wang, W., Chau, K., Qiu, L. & Chen, Y., 2015. Improving
forecasting accuracy of medium and long-term runoff
using artificial neural network based on EEMD
decomposition, Environmental Research, 139, 46-54.

Wang, Y. X,, Liu, B., Gao, J. X, Zhan, X. F., Li, S. L., Liu,
J. Q. & Tian, Z. P., 2015. Auto recognition of
carbonate microfacies based on an improved back
propagation neural network, Journal of Central South
University., 22, 3521-3535.

Wu, C. L. & Chau, K. W.,, 2011. Rainfall-runoff modeling
using artificial neural network coupled with singular
spectrum analysis, Journal of Hydrology, 399, 394-
409.

303



